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AHHOTaUUA:

BeepgeHue. [NporpeccupytoLiias Mmonus (61130pyKOCTb) y AeTel NpeAcTaBnseT cobo ofHy 13 Hanbonee OCTPbIX MEANKO-COLN-
anbHbIX NPo6emM COBPEMEHHOW OdDTaTbMONOMN.

Llenb nccnepoBanus — paspabortars MOAeNb MaLLUMHHOMO 00y4eHWst A4Nf NPOrHO3MPOBaHWS MCX04a CKNeponnacTvki y feTen
4Yepes 12 Mecaues nocrne onepauunn.

Matepuanbi n metogbl. CdopmurpoBaH Habop AaHHbIx 0 128 rnagdax 128 nauneHToB, KOTOPbIM NPOBENN ckieponnacTtuky B GrAY
«HMWL, «MHTK «Mukpoxupyprunsa rmasa» nM. akag. C.H. ®egoposa» MuHagpasa Poccuu (r. Mocksa). PaspaboTky mogenen MallnH-
HOro 0by4eHus ana GuHapHOM Knaccumrkaumy NpoBOANAM C MCMNONb30BaHMEM A3blKa NporpaMMmmupoBanmns Python 3 1 6nbnnoteku
PyCaret.

Bcero 6bino paspabotano 19 mogeneit: Extra Trees Classifier, Linear Discriminant Analysis, Gradient Boosting Classifier, Naive
Bayes, Logistic Regression, CatBoost Classifier, K Neighbors Classifier, MLP Classifier, Decision Tree Classifier, Quadratic Discrim-
inant Analysis, Random Forest Classifier, Ada Boost Classifier, Light Gradient Boosting Machine, Gaussian Process Classifier, Ex-
treme Gradient Boosting, SVM — Radial Kernel, Dummy Classifier, Ridge Classifier, SVM - Linear Kernel. B ka4ecTBe LeneBoi
nepemMeHHo ObIN NPOrHO3 pesynbTara CKNeponnacT1ku B BUAe BUHAPHOro NpuaHaka: bnaronpusTHeIn (64 rnasa) n Hebnaronpu-
ATHbI (64 rnasa) ncxod. bnaronpuaTHbIM MCXOAOM NPU3HABaNM Pe3yNbTaT, KOTOPbIM COOTBETCTBOBA 3HAYEHMIO rOA0BOro rpaau-
eHTa nNporpeccupoBanns Yeped 12 mecsleB nocne ckneponnactukm 6onee -1,00 ontp, a HebnaronpusaTHbIN —-1,00 ANTP U MeHee.
HeszaBucrMbIMY NEPEMEHHbBIMU HA OCHOBaHMM, KOTOPbIX MNaHMPOoBaNoch paspabdartkiBars MOAENV MallMHHOro 06y4eHns Obinv cne-
aytoLimmm: Bodpact, non, HKO3 po, Sph go, Cyl no, MKO3 po, C3 po, K min go, K max o, R no, N30 po. Ana kaxnon moaenu
MaLUMHHOro 06y4eHMs OCYLLEeCTBANM NOAOOP rMnepnapaMeTpoB C MCMNONb30BaHeM Kpocc-Banuaaummn Ha 10 noasbibopkax ¢ nc-
nonb3oBaHnem onbnuotekn Optune, oNTMMM3aUmio ocyLLecTsnsann No MeTpuke AUC. PaccunTbiBany cnefyioline MeTpmnki Kade-
ctBa mopenei: AUC, accuracy, precision, recall, F1-score. [Ins pasapaboTki 1 TECTUPOBaHWS MOAENEN MaLIMHHOrO 00y4eHNs 06LLMIA
Habop AaHHbIX Obl pasfaeneH Ha obyvatoLLyto U TECTOBYIO BbIGOPKY B COOTHOLLEHNM 69:31, cTpaTndurkauuio NpoBOANIN Mo Liene-
BOW NepemeHHom. OLeHKy BaXKHOCTM NMPU3HAKOB MOAeNen NpoBoanan C MCNonb3oBaHnem Metofa feature_importances_.
Pesynbratbl. PazpaboTaHbl 19 Mogener MalMHHOro 00y4enns ang O1MHapHOM Knaccuukaumm Cxoaa CKNeponnacTukm y geten
Yyepes 12 mecsues nocne onepaummn (6naronpusTHbI / HebnaronpUATHBIA MCXOL), CPean KOTOPbIX HamnyyLlee Ka4eCTBO MO MeT-
puke AUC nokasana mogens Extra Trees Classifier (AUC 0,79), Bce gpyrne MeTpukn kadecTsa (Accuracy, Precision, Recall, F1)
A9 gaHHon mogenu coctasunu 0,70. Hanbonee BaXKHbIMM NPU3HaKamu 411 NporHo3a SBunmch CneaytoLlme nokasarenu: Bo3pacT
naumeHTa, cpepun4eckmnii KOMNoOHeHT pedpakumnn o onepaumu, N30 po onepaunm 1 HKO3 no onepaumn.

3aknto4yeHune. PazpabotaHHasn Mofenb nokasana npuemnemMoe ka4ecTBo A1 NPOrHo3MpoBaH1a MCxoda CKNeponnacTuki y aetem
4epes 12 Mecaues nocrne onepauunn.

KnrodeBble CrioBa: M1onus; CKeponiacTvka; MalHHOE 00yYeHme; UCKYCCTBEHHbIN MHTEMNEKT; MPOrHO3MPOBaHE;
PyCaret; ohTanbmonorus; tTenemeamumHa.

Ona umtnpoBaHusa: LLnxanvesa 3.A.,, KocteHes C.B., Keunr E.B. Pazpabotka Mofenv MalLmMHHOro o0by4eHns Ans npo-
rHo3a pesynbraTta CkneponnacTvki y AaeTen. PoCcuinckuin x)ypHan TenemeauumHbl 1 3NeKTPOHHOrO 34paBOOXpaHeHs
2025;11(4):38-44; https://doi.org/10.29188/2712-9217-2025-11-4-38-44
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Summary:

Introduction. Progressive myopia (nearsightedness) in children represents one of the most acute medical and social prob-
¢ lems in modern ophthalmology.
Purpose. To develop a machine learning model for predicting the outcome of scleroplasty in children 12 months after sur-
 gery. :
Material and methods. A dataset was formed comprising 128 eyes of 128 patients who underwent scleroplasty at the S.N.
Fyodorov Eye Microsurgery Federal State Institution (Moscow). The development of machine learning models for binary clas-
sification was conducted using the Python 3 programming language and the PyCaret library.
i Atotal of 19 models were developed: Extra Trees Classifier, Linear Discriminant Analysis, Gradient Boosting Classifier, Naive i
Bayes, Logistic Regression, CatBoost Classifier, K Neighbors Classifier, MLP Classifier, Decision Tree Classifier, Quadratic
Discriminant Analysis, Random Forest Classifier, Ada Boost Classifier, Light Gradient Boosting Machine, Gaussian Process
Classifier, Extreme Gradient Boosting, SVM — Radial Kernel, Dummy Classifier, Ridge Classifier, and SVM — Linear Kernel.
The target variable was the prognosis of the scleroplasty result in the form of a binary feature: favorable (64 eyes) and un-
favorable (64 eyes) outcome. An outcome was considered favorable if the annual progression gradient 12 months after scle-
i roplasty was greater than -1.00 D, and unfavorable if it was -1.00 D or less. The independent variables used to develop the
machine learning models were: age, gender, UCVA (uncorrected visual acuity) before, Sph (sphere) before, Cyl (cylinder)
before, BCVA (best corrected visual acuity) before, SE (spherical equivalent) before, K min before, K max before, R (radius)
before, and AL (axial length) before. For each machine learning model, hyperparameter tuning was performed using cross-
validation on 10 folds using the Optuna library; optimization was carried out based on the AUC metric. The following quality
i metrics were calculated: AUC, accuracy, precision, recall, and F1-score. For the development and testing of the machine
learning models, the total dataset was divided into training and test sets in a 69:31 ratio, with stratification performed by the
target variable. Feature importance assessment was conducted using the feature_importances_ method.
Results. 19 machine learning models were developed for the binary classification of scleroplasty outcomes in children 12
months after surgery (favorable/unfavorable outcome). Among them, the Extra Trees Classifier showed the best quality ac-
cording to the AUC metric (AUC 0.79); all other quality metrics (Accuracy, Precision, Recall, F1) for this model were 0.70.
i The most important features for prediction were the following indicators: patient age, spherical component of refraction i
before surgery, AL (axial length) before surgery, and UCVA before surgery.
Conclusion. The developed model demonstrated acceptable quality for predicting the outcome of scleroplasty in children
i 12 months after surgery. ’

Key words: myopia; scleroplasty; machine learning; artificial intelligence; forecasting; PyCaret; ophthalmology;
i telemedicine.
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| OEMMOMOrMYeCcKUx nccnenoBaHuin, pacnpocTpa-
HEHHOCTb MNOMUU HEYKITOHHO pacTeT, 1, COrnacHo

Mporpeccupytowias Muonusa (6nM30pyKOCTb) nporHosam VIHCTUTyTa 3peHus bpalieHa Xongexa,

y OeTen npeacrtasnset cobon oaHy 13 Havbonee kK 2050 rogy muonuen 6yaeT cTpagatb okono 50%
OCTpPbIX MeanKo-coLmanbHbIX MPobnem coBpeMeH- HaceneHusa 3eMHoro Lwapa, npuiem y 10% (okono
HoW odpTanbmonornu. 1o AaHHbIM BCEMUPHbBIX 3MK- 1 MNpO 4YenoBEK) MPOrHO3MpyeTCca MUoNUa MW
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BblCOKOW cTeneHu [1]. Beicokas Muonus accoumnm-
poBaHa C PUCKOM Pa3BUTUA TaKMUX YrpoXKatoLLmx
3PEHUIO OCNOXKHEHUI, Kak MUOMMYEeCKas Makyo-
naTus, oTCronka ceT4aTku, Katapakra 1 rnaykoma,
4TO AenaeT 3agady KOHTPOS NPOrpeccupoBaHmns
3aboneBaHyVs NPUOPUTETHOWM ANA CUCTEM 3APaBO-
oxpaHeHwus [2].

B apcenane ogprtanbmonoros ctpaH CHI wu
psna rocynapcTtB BocTo4wHol EBponbl cknepo-
yKpennqawouime BMewlatensctBa (ckneponna-
CTMKa) OCTatTCA OAHMM M3 OCHOBHbIX METOLOB
NaToOreHeTUYeCKOro neYeHnsa NporpeccrpytoLLe
6nnsopykocTu [2, 3]. MexaHn3m OencTBusa ckne-
pOMIacTUKM OCHOBaH Ha MEXaHUYECKOM yKpense-
HUW 3adHero nmontca rasa W CTUMynaumm
0OMEHHbIX MPOLEeCCOB B Ckiepe, xopuouaee u
ceTyaTtke, 4TO CNocoBCTBYET cTabunuaaunm ped-
pakumMn n 3amMenneHunto pocTta nepefHe-3anHewn
ocu (M30) rmasa. HecmoTpsa Ha gokasaHHyto ad-
(PEKTMBHOCTb B PALE KIMHUYECKMX UCCNenoBa-
HUW, peadynbTaT onepauun BapbUpPyeT: Yy HYacTu
nauveHToB MNporpeccupoBaHne ocTaHaBIMBa-
€TCH, B TO BPEMS KaK y APYrvx, HECMOTPA Ha BMe-
waTtenbCTBO, MPOAOIKAETCA rpaaneHTHbIN poCT
mMuonun [4, 5].

NMpobnema nepcoHanM3anpoBaHHOro otéopa
nauveHToOB Ha XUPypru4yeckoe eveHne CcTouT
KparHe ocTpo [5-7]. TpaanuMoHHbIe METOdbI NPO-
FHO3MPOBAHWSA, OCHOBaHHbIE Ha NIMHENHOM aHa-
nM3e  OTAENbHbIX  KIMHUYECKMX MapamMeTpoB
(BO3pacT, roqoBov rpagneHT NporpeccmMpoBaHns),
4aCTO HE y4YUTbIBAIOT CNOXHbIE HENVMHEWHbIE B3au-
MOCBS3U MeXXay OMOMETPUYECKMMI NoKa3aTenamm
rnasa. B ycnoBusax umdpoBmrsaLmm 3apaBooxpaHe-
HVA 1 Pa3BUTUA TENEMEONLMHCKMX TEXHONOMNIM Mo-
ABNAETCH BO3MOXXHOCTb MCMNOb30BaHNUA METOOOB
nckKycctBeHHoro nHtennekta (M) n mawmHHoro
oby4yenus (Machine Learning, ML) ona cosgaHugd
CUCTEM NMOAAEPXKKU MPUHATUS BpadvebHbIX pelue-
Hun (CIMBP) [8, 9, 11].

ANropuUTMbl MalUWHHOTO OOYy4YEeHUA OEMOH-
CTPUPYIOT BbICOKYIO 90 EKTUBHOCTbL B 3afadax
MEONLMHCKOW AMAarHOCTUKM U MPOrHO3MPOBaHNS,
3a4acTyto MPeBOCX04d BOZMOXHOCTY TPaaMLMNOH-
HOWM cTatucTukn. B odpTansmonornm ML akTMBHO
npyMeHseTcs ONa AMarHOCTUKN AnabeTnyecKowm
peTuHoOnaTmn, rmaykombl 11 BO3PACTHOM MaKynap-
How nereHepauum [10, 12, 14]. OgHako paboT, no-
CBSILLIEHHbIX MPOrHO3MPOBAHMWIO NCXOO0B CKNEPO-
nnacTU4eCcKnX onepaumin ¢ UCMONb30BAHNEM aH-
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cambnesblx meTogoB ML, B MMpOBOI nutepatype
npeacTaBneHo HegocTaTo4vHo [13, 15-17].

L{enb nccnepoBaHus — paspaboTaTb MOOENb
MaLLUMHHOIro oby4eHns Ona NporHo3MpoBaHUS UC-
xo[a CKreponnacTukn y geten 4yepes 12 mecsaues
nocne onepaunn. Co3gaHne Takom Mogen no3Bo-
AUT BpayaM NepBUYHOrO 3BEHA W cneunannctam
cneunann3npoBaHHbIX LEHTPOB C BbICOKOW TOY-
HOCTbIO OMpPeaenaTb LeNnecoobpasHOCTb XMPYPIru-
4eCKOro BMeLLIAaTeNbCTBA, MUHUMWU3UPYS KOMW-
4eCTBO He3MPEKTUBHbIX onepauuin 1 CBA3aHHbIX
C HVMW PUCKOB.

ViccnepoBaHne NPOBOAMIOCH Kak peTpoChek-
TMBHOE KOrOPTHOE UccnegoBaHmne Ha 6ase ooHoro
13 BeayLmx oTanbMoNorm4eckmx LieHTpoB Poc-
cuu.

CdhopmumpoBaH Habop gaHHbIx 0 128 rnazax
128 nauveHToB, KOTOPbIM MPOBENW CKeponna-
ctuky B OTAY «HMUL «MHTK «Munkpoxnpyprus
rnaza» uMm. akag. C.H. ®epgoposa» MuH3gpasa
Poccum (r. MockBa). Kputepusamm BKIOHEHWS B
nccnenoBaHMe ABMSNUCH: HanMYnMe Nporpeccu-
pytoLien mmonun, Bo3pacT nauyneHTos ot 8 o 17
NeT, BbIMOMHEHWE CKITEPOYKPENSIOLLEN onepaumm
no eguHOW MeToaAMKe, Hanu4me MONHbIX AaHHbIX
KIVHWYECKOro o6CnenoBaHus OO onepaumn u
4epe3 1 rog nocne Hee. Kpnutepun UCKNOYEHNSA:
Hanu4mMe conyTcTBylOLLEN odTanbmMonaTonormm
(KepaToKOHYC, YBEWUTHI, BPOXAEHHAsS raykoma),
paHee nepeHeceHHble onepauum Ha rnasHoMm
abnoke.

B kavecTBe LieneBon nepeMeHHown B6binl Npo-
rHO3 peaynbTaTa CKNeponnacTukni B BUae 6uHap-
HOro Mpu3Haka: GnaronpuATHbIN (64 rnasa) u
HebnaronpuaTHeln (64 rmasa) ncxon. CéanaHcu-
POBAHHOCTbL knaccoB B Bbibopke (50% Ha 50%) aB-
ngeTcs  BaXKHbIM  MEeTOAMYECKMM  aCMEKTOM,
MO3BONAIOWNM M30exXaTb CMELLEHNS MOAeNn B
CTOPOHY MaXKopuUTapHOro knacca v obecnevmBato-
LWMM afleKkBaTHOCTb MeTpukn Accuracy.

Kputepnn adpdpeKTMBHOCTM ObiNM CTPOro
dhopmannsoBaHbl. bnaronpraTHbIM MCXOOA0M NpuU-
3HaBanuM pes3ynbTaT, KOTopbli COOTBETCTBOBAN
3HA4YEeHMIO rOAOBOIrO rpagmeHTa nporpeccrnposa-
HUSA Yepel3 12 MecsLUeB MOocie CKIeponnacTnky
6onee -1,00 anTp, a HebnaronpuaTHbIM — -1,00
anTp 1 MeHee.



B KOHTEKCTE M1oONUKM rpagmMeHT NPOrpPeccupo-
BaHMA OObIMHO OUEHMBaeTCd B OTpuuaTellbHbIX
3Ha4eHuax. 3HaveHne «bonee -1,00 aonTp» (Hanpwu-
mep, -0,5 antp unn O ANTP) CBMAETENbCTBYET O
crtabunuzauum nn MegieHHoM nNporpeccrnpoBa-
HUK. 3Ha4veHre «-1,00 oNTp U MeHee» (Hanpumep,
-1,5 nnn -2,0 gNTp) yKkasbiBaeT Ha ObICTpOE MNpPo-
rPeCcCUpPOBaHMe, YTO UHTEPNPETUPYETCH Kak OT-
cyTcTBME adhdeKkTa oT onepauunn.

HezaBUCUMbIMU NEPEMEHHBLIMU Ha OCHOBa-
HVK, KOTOPbIX MIIaHMPOBanoch pagpabdarsiBarb MO-
Oenn MallHHOrO 0by4YeHuns ObIn creayoLMn:
BospacT, non, HKO3 go, Sph no, Cyl oo, MKOS3 no,
C3 po, Kmin go, K max go, R go, N30 po.

PaclundpoBka nepeMeHHbIx:

e BozpacT (11eT) — NpeankTop akKTUBHOCTU
pocTa rnaasa.

e [Mon — 6uonornyecknii goakTop.

e HKO3 no - HekoppurnpoBaHHasa ocTpoTa
3peHVs 0o onepaumn.

e Sph 0o — cdhepnyecKknii KOMMNOHEHT ped-
pakumu (anTp).

e Cyl 0O — UMNMMHAPUYECKMM KOMIMOHEHT pedd-
pakuun (onTp).

e MKO3 go — MakCumanbHO KOPPUrMpoBaH-
Has ocTpoTa 3peHud.

e CO Oo — cdepunyecknin akBMBaneHT ped-
paxkLuny.

e K min / K max — kepatomeTpus (NMpenom-
ngoulas cuna poroBuLbl B CUABHOM U cha-
6oM MepuamnaHax).

* R 00 — paamyC KpUBU3HbI POrOBHLbI.

¢ 130 po - pnvHa nepegHe-zagHen ocwu
rnasa (M), KIo4eBO MOPOMETPUHECKN
napamMmeTp M1Uonmnu.

Mpouepypa MawWwMHHOIo 06y4YeHuns

PaspaboTky moaenen MalmMHHOro 06y4YeHus
ans buHapHOW Knaccudgukaumm NnpoBoaAnAN ¢ UC-
MoNb30BaHMEM SA3blKa NporpaMmmupoBaHuns Python
3 n 6ubnuotekn PyCaret [11]. Bubnuoteka Py-
Caret npenctasnsaeT coboi low-code MHCTPYMEHT
aBTOMaTU3MPOBAHHOIO MaLlUMHHOTO O0yYeHus,
NO3BONSAIOWINM 3HAYNTENBHO YCKOPUTH MPOLECC
3KCMEPVMEHTNPOBAHUS, CPaBHEHWSA anropUTMOB U
pasBepTbiBaHUA MoOENEN.

Bcero 6bino paspabotaHo 19 mogenen: Extra
Trees Classifier, Linear Discriminant Analysis, Gra-
dient Boosting Classifier, Naive Bayes, Logistic Re-
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gression, CatBoost Classifier, K Neighbors Classi-
fier, MLP Classifier, Decision Tree Classifier, Quad-
ratic Discriminant Analysis, Random Forest
Classifier, Ada Boost Classifier, Light Gradient
Boosting Machine, Gaussian Process Classifier,
Extreme Gradient Boosting, SVM — Radial Kernel,
Dummy Classifier, Ridge Classifier, SVM — Linear
Kernel.

Vicnonb3oBaHMe CTOMb LWMPOKOro ChekTpa
anroputMoB, OT NuHenHbIx (Logistic Regression,
Ridge) oo cnoxHbix aHcambnebix MmeTonoB (Gra-
dient Boosting, CatBoost, Extra Trees), obecne4u-
BaeT pobACTHOCTb MCCRefoBaHWA M MO3BONAET
HaTK ONTUMAITbHYIO TMNEePNIOCKOCTb UK peLlato-
Liee NpaBuno ANg pasgeneHns Knaccos.

Ona pazpaboTkm 1 TeCTMPOBaAHUA MOAENelN
MalLMHHOIro 0by4eHnsa obLmn Habop gaHHbIX Obin
pasgeneH Ha oby4atoLLyto U TECTOBYIO BbIOOPKY B
COOTHOLEHMN 69:31, cTpaTmdmnkaLmio NPpoBOANNM
Mo ueneBow nepemeHHon. CTpaTndurkaums rapan-
TUPYET, 4TO COOTHOLLEHNE BNaronpuaTHbIX U He-
6naronpusaTHbIX MCXO40B B oby4atoLlen n TecTo-
BOW BblOOpKax OyoeT MOAEHTUYHBIM MCXOOHOMY Ha-
Oopy, 4TO KPUTUHECKM Ba>KHO NMPY HEOOMNBLUIVX Bbl-
6opkax.

[Ona Kaxxgon Mogenm MalMHHOMO 00y4YeHUsd
ocyulecTBnaM noabop rmnepnapameTpoB C UC-
nonb3oBaHmeM kpocc-sanupaumn Ha 10 noasbl-
bopkax ¢ ncnonb3oBaHnem 6mbnmnoTekn Optuna,
onTMMM3auuto ocyulecTenanu no metpunke AUC.
Optuna — 310 coBpeMeHHbI PPEeNMBOPK AN aB-
TOMatn4eCcKowm onTuMm13aunm rmnepnapamMeTpos,
McnonbaytoLwmn GamnmecoBckyto ontTummaauunto (TPE
— Tree-structured Parzen Estimator), 4To adgodek-
TUBHEE KNnaccudeckoro nepebopa no cetke (Grid
Search).

PaccunTtbiBanu cnepytouie MeTPUKU Kade-
ctBa mopgenen: AUC, accuracy, precision, recall,
F1-score.

e AUC (Area Under the Curve ROC) — uHTer-

panbHaa MeTpuka kadecTtBa knaccuduka-
UMM, yctondmeasa K gucbanaHcy Knaccos.

e Accuracy — nons npaBubHbIX OTBETOB.

e Precision (To4YHOCTb) — CNOCOOHOCTb MO-
Oenn He npucBamBaTb MNONOXKUTENBHYIO
METKY oTpuLaTeNbHOMY OObeEKTY.

e Recall (lMonHoTa) — cNOCOBHOCTbL MOAENN
HaTN BCE NMONOXUTENbHbIE OObEKTHI.

e F1-score — rapMOHUYECKOE CpeaHee Mexay
Precision n Recall. »
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OueHKy BaXKHOCTV NPU3HaKOB MOAENen NpoBo-
OV ¢ ncnonb3oBaHrem MeTopda feature_impor-
tances_. 970 NO3BOMAET NHTEPNPETUPOBATL MOAENb,
06bACHAA Bpa4yy, Kakmne MMeHHO KIMMHN4YeCKne na-
pameTpbl MOBAUSNM HA MPOrHOS.

B xope akcnepumeHTanbHOro MoaempoBaHus
ObIno NpoBefeHo obyyeHne U Bannaauma 19 anro-
PUTMOB Knaccudomkaymm.

PaspaboTaHbl 19 Mogenen malUnHHOIro obyye-
HUA ona BUHapPHOM KnaccuduKkaumm ncxoga ckie-
ponfacTtuku y geten 4epe3 12 mecduesB mocne
onepauumn (bnaronpusaTHbIN/HebNaronPUATHbLIN UC-
X0[), CPEAM KOTOPbIX Hauy4Llee Ka4eCTBO Mo MeT-
puvke AUC nokasana mogenb Extra Trees Classifier
(AUC 0,79), Bce apyrve meTpunkn kadecTtsa (Accu-
racy, Precision, Recall, F1) ana naHHo mogenu co-
ctasunn 0,70.

Mopenb Extra Trees (Extremely Randomized
Trees) aBnseTca aHcamOneBbIM METOAOM, MOXOXMM
Ha Random Forest, HO ¢ 6onbLUEN CTENEHbLIO CNYy-
YarHOCTW Npw BblIbOpEe pasfgeneHuin B y3nax ne-
PEBbLEBR, YTO YACTO NO3BOMNSAET CHU3UTb ANCMNEPCUIO
(variance) Mogenu 1 yMeHbLLUUTb PUCK Mepeobyye-
HUS Ha Manblx Bbibopkax. 3HaveHne AUC 0,79 nH-
TepnpeTupyeTcs Kak «xopollee» Ka4yeCcTBO Kiac-
cudurKaumm, NO3BONAOLLEE NCMNONB30BAaTbL MOAENb
B KITMHMYECKOM NPaKTUKe B Ka4eCTBEe CKPUHUHIO-
BOro MHcTpymeHta. MeTtpukum Accuracy, Precision,
Recall n F1 Ha ypoBHe 0,70 CBMAETENLCTBYIOT O
cbanaHcrpoBaHHOCTM MOAENN: OHa C OAMHAKOBOW
YCMELLHOCTbIO BbIABAAET Kak NauneHToB, KOTOPbIM
onepauusa NOMOXeT, Tak 1 Tex, ANd Koro oHa éyner
HeadhdpeKkTnBHA.

AHanu3 eaxcHocmu npusmmos

Knto4yeBbIM acnekToM Ansa KIMHUYECKOro Ao-
BEPUSA K MOAENN ABNAETCA UHTEPMPETUPYEMOCTD.
Hanbonee BaKHbIMU MpU3HaKamu Ons nporHosa
ABUNUCH CcrneaylolmMe nokasaTtenu: Bo3pacT naum-
eHTa, chepUHecKnii KOMMOHeHT pedpakumm Ao
onepauuun, N30 go onepaunmn n HKO3 go onepa-
umn.

MO>KHO BbIOENNTb CNEOYIOLLYIO NaToPN3NON0-
rmyeckyto 060CHOBAHHOCTb AaHHbIX MPWU3HAKOB:

1. BogpacT. dBnaerca MOoLWHEN LM NpeanK-
TOPOM MNPOrpeccmpoBaHns. MI3BeCTHO, YTO paHHee
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Ha4vano muonum (B 7-9 neT) accoumMmpoBaHoO C
6ornee arpeccrBHbIM TEHYEHMEM 1 XYOLUNM MPOrHO-
30M MO CPaBHEHWNIO C MMOMMEN, BOSHUKLLEN B MOf-
POCTKOBOM BO3pacTted4.

2. N30 (anvHa rmasa). VicxogHas gnvHa rmasa
KOppenupyeT C 3anacoM NPoYHOCTU CKepbl. IKC-
TpeManbHO ONWHHbIE FNas3a MOryT Xy)Ke pearnpo-
BaTb Ha CTaHAAPTHble TEXHUKM CKIEpOnIacTukm
1N3-3a UCTOHYEHMA 060M0YeEK.

3. Cbepuyecknin kommnoHeHT (Sph). OTpa-
»KaeT TEKYLLYI CTENEHb MUOMUN.

4. HKOS3. KocBeHHO oTpaxaeT yHKLMOHab-
HOE COCTOSsIHWE 3PUTENBHOIrO aHanmMaartopa U cTe-
neHb pedpakuUMOHHbIX HapPYyLEHUIA.

B anoxy nokasaTenbHon MedunLmMHbl 1 nepe-
xofa K napagurme 4P-mennumHel (NpeankTnBHas,
npodunakTnyeckas, NnepcoHanm3npoBaHHas, nap-
TMcunaTtuBHas), paspaboTka MHCTPYMEHTOB MpPO-
rTHO3MpOBaHMA MCXoOooB JiedeHd CTaHOBUTCA
cTaHgapToM. Halle nccnegoBaHye nokasano, YTo
MeTobl MallMHHOro 06y4eHns crnocobHbl U3BMe-
KaTb CKPbITble NATTEPHbI M3 CTaHOAPTHbLIX KINHW-
4eCKMX AaHHbIX ANA NporHoda adPPEKTUBHOCTU
cKneponnacTuku.

Cpaeuumenbubtﬁ aHanu3 u mexHuiecKue acnexKmol

Bbi6op Extra Trees Classifier kak ny4wiei mo-
Oenu cornacyeTcs ¢ psaaoM nccnegoBaHuii B obna-
CTM OUOMEOUUMHCKON UHJOPMaTUKKU, TOe aH-
cambreBble METObl HACTO NPEBOCXOANAT Henpo-
HHble CETU Ha TabNMYHbIX AaHHbIX Manoro n cpea-
Hero obbema (MeHee 10 000 HabntogeHun).
HerpoHHble ceTn, Takme kak MLP, TpebytoT 3Hauu-
TeNbHO OOMNbLLUMX 06BEMOB JAHHbIX A1 HACTPOMKMN
BECOB, B TO BPEMS Kak [1epeBba peLleHnin agodpek-
TUBHO paboTaloT C HEMNHENHBLIMU 3aBUCKMOCTAMU
1 YCTOMYMBBI K BbiOpOCaM.

HocTturHytasa Tto4HocTe (AUC 0,79) asndeTcs
obHagexy Balollen, 0OQHaKO yKasblBaeT Ha Hanu-
4yre PakTopOB, HE YYTEHHbIX B MOoaenn. BeposTHo,
reHeTU4eckme Mapkepbl, B1IoOMeEXaHU4YeCKe CBOM-
CTBa KOpHeOCKNepanbHoM 060104KN (rTMcTepesnc
POroBMULbI) UK YPOBEHL MOBCEAHEBHOW 3pUTENMb-
HOW Harpy3Ky Mornu 6bl NMOBbICUTbL TOYHOCTb MNPO-
rHo3a. TemM He MeHee, UCMONb30BaHWE TOMbKO
cTaHOapTHbIX NapameTpoB (pedpakums, 6rnomeT-



pus, BO3pacT) AenaeT pa3paboTaHHylo MOAENb
yHMBEpPCanbHOM U AOCTYNHOM Ans noboro od-
TanbMOMOrM4eckoro kabrHeTa, He OCHallleHHOro
AoporocTodalmMmM obopynoBaHMeM ANs reHetTu4ve-
CKOro aHanusa unm aHanmaa bMoMexaHukn rnasa.

3nauenue 0na menemedUUUHBL U IEKIMPOHHOZO
30pasooxpaneHus

PagpaboTaHHas Mogenb MMeeT BbICOKMIA MO-
TeHUMan ana uHrterpauMn B TeneMenuunHcKue
CepBUCHI.

1. Jloructruka naumeHToB. Bpay panoHHon
NONVKINHUKA MOXXET BBECTW [aHHble naumeHTa
(BogpacT, pedpakuuto, N30) B BeO-nHTEPdENC
NN MoBUNbHOE MPUNOXeHUe, MOAKIIYEHHOE K
MOZENu, U NOMyYnUTb BEPOSATHOCTb YCMELLHOrO UC-
Xxofa onepauun. 3To NMO3BONUT HaANpaBnaTb B de-
AepabHble LIeHTPbl TONbKO TeX OeTEN, Y KOTOPbIX
MPOrHO3UPYETCA BbICOKMIA 3O EKT OT XUPYPrmun.

2. Bropoe MHeHue. CucTema MOXET CNYy>XUTb
WHCTPYMEHTOM «BTOPOrO MHEHWUA» ANS MONOAbIX
cneunanncToB, CHMXasa BEPOATHOCTb BpadeOHbIX
OownBOoK.

3. OnTummsauns pecypcos. CHKeHME Yncna
onepaumn ¢ 3aBe4OMO HU3KVM MPOTrHO3VPYEMbIM
ahdeKTOM MO3BONMUT Mepepacnpenenuts pe-
CypcCbl 30paBooxpaHeHus Ha 6onee adpdeKkTmB-
Hble MeTOoAbl NeYeHusa ANna OaHHOW rpynnbel naun-
EHTOB (HampuUMep, OPTOKEPAaTONOrMI UM KOHT-
pOfb Nepudeprny4eckoro gedokyca).
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